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Abstract— We present a mobile manipulation platform op-
erated by a motor-impaired person using input from a head-
tracker, single-button mouse. The platform is used to perform
varied and unscripted manipulation tasks in a real home,
combining navigation, perception and manipulation. The op-
erator can make use of a wide range of interaction methods
and tools, from direct tele-operation of the gripper or mobile
base to autonomous sub-modules performing collision-free base
navigation or arm motion planning. We describe the complete
set of tools that enable the execution of complex tasks, and share
the lessons learned from testing them in a real user’s home. In
the context of grasping, we show how the use of autonomous
sub-modules improves performance in complex, cluttered envi-
ronments, and compare the results to those obtained by novice,
able-bodied users operating the same system.

I. INTRODUCTION

Independence, and a sense of control and freedom, are
some of the key factors positively correlated with life sat-
isfaction and health (both psychological and physical) for
older adults and people with motor impairments. Confidence
in the ability to undertake various tasks is core to one’s
psychological functioning [9], and a greater sense of control
over life is positively correlated with better health [21] and
a reduced mortality rate [22].

The vision for this study is that of a mobile manipulation
platform sharing a living environment and operating side-by-
side with its user, increasing independence and facilitating
activities of daily living. In particular, we focus on the set
of Instrumental Activities of Daily Living (IADLs) [23],
which require manipulating the environment (e.g., perform-
ing housework) away from the user’s body. A mobile robot
could provide assistance with a variety of IADLs, operating
in a large workspace without encumbering the user.

A key step for achieving this vision is enabling mobile
robots to handle the complexity and variability inherent in
real living environments. Despite impressive advances over
the past decades, these factors have so far prevented versatile
manipulators from achieving the level of reliability needed
for long term deployment in real human settings.

We posit that the difficulties associated with the design of
fully-autonomous systems could be mitigated by involving
the care receiver in the loop, as a user and operator of the
robot. The user’s cognitive abilities can be tapped to deal
with conditions that have proven difficult for autonomous
systems to deal with. Autonomy would still play a vital
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Fig. 1. A mobile robot, operated by a motor-impaired user, performing a
manipulation task in a real home environment.

role in this shared framework, but the human operator would
provide the information that robots are incapable of deriving
themselves. As additional autonomous components mature,
they can be incorporated into the system to help reduce the
load on the operator. Such a system could be reliable and
robust enough for deployment in the near future.

With this directional goal in mind, we have developed
a system that enables a motor-impaired user to command
a robot in performing manipulation tasks in complex en-
vironments. The operator can make use of a wide range
of interaction methods and tools, from direct teleoperation
of the gripper or mobile base to autonomous sub-modules
performing collision-free base navigation or arm motion
planning. The operator receives feedback from the robot via
a computer screen and provides input using only a mouse.
In particular, this enables our system to be used by operators
with severe motor impairments who can nonetheless still
control a mouse cursor via a head tracking device.

This paper’s contributions are as follows. We introduce
what is, to the best of our knowledge, the first example
of a mobile manipulation platform operated by a motor
impaired person using only a head-tracker single-button
mouse as an input device, and demonstrated for both varied
and unscripted manipulation tasks in a real home and limited



forms of social interaction. We describe the set of tools
that enable the execution of complex tasks, their interplay,
and their effect on the overall system. We share the lessons
learned from deploying a real robot in a real user’s home and
attempting to manipulate the environment. In the context of
grasping, we show how the use of autonomous sub-modules
improves performance in complex, cluttered environments,
and compare the results to those obtained by novice, able-
bodied users operating the same system.

A variety of assistive robot systems have been tested
in the past, including desktop workstations with robotic
arms, wheelchair-mounted robotic arms, powered orthotic
and prosthetic arms, and mobile manipulators[4], [7]. An
example of an assistive robot tested for remote manipulation
in real homes is shown in [15]. Recent assistive mobile ma-
nipulation systems with a number of important capabilities
include Care-o-bot 2[6], SAM[16], and El-E[10]. In addition
to showing and quantifying individual capabilities such as
object grasping, in this paper we demonstrate operation in a
real home for a complete mobile manipulation task, as well
as limited social interaction through manipulation.

Despite previous advances in assistive mobile manipu-
lators, none has been widely adopted to date. Part of the
reason is their cost, as many of these robots, including the
PR2 which we use here, are not suitable for widespread
commercial adoption. Nonetheless, we believe that creating
and demonstrating a system such as the one presented
here, with a comprehensive suite of tools with varying
levels of autonomous assistance for perception, navigation,
and manipulation, can enable future flexible and competent
platforms with widespread adoption

II. SYSTEM OVERVIEW

Our system has two main components: the robot itself, a
two-armed mobile manipulation platform, and the interface
used by the operator to command and receive feedback from
the robot. The interface can run on a commodity desktop
or laptop computer. The system was designed for remote
operation, with the goal of enabling the operator to perform
tasks through the robot even from another room, or in other
situations when there is no direct visual or audio contact.

A. Hardware Platform

The hardware we used was the PR2 personal robot [24].
The PR2 has two compliant, backdriveable 7-DOF arms
with parallel-jaw grippers. We used two range sensors: a
widely available Microsoft KinectTM mounted on the head
of the robot (providing both range and color images), and
a tilting laser rangefinder mounted on the chest (used for
autonomous collision avoidance). The PR2 can communicate
with the computer running the teleoperation interface via a
commodity wireless network; we expect that a mobile robot
in real households will have to be untethered to perform a
large number of tasks. The PR2’s form factor was designed
for enabling operation in typical human environments. With
arms folded in, it has a similar footprint (square, 668mm
on each side) to a wheelchair, and can thus navigate in

Fig. 2. Overview of user interface.

ADA-compliant spaces. It has a telescopic spine, allowing
it to touch the floor with its arms, operate low cabinets, and
manipulate objects on table- and counter-tops.

B. User Interface

We developed a “point-and-click” Graphical User Inter-
face based on rviz [20], a 3D robot visualization and
interaction environment that is part of the Robot Operating
System (ROS) [14]. The choice of a point-and-click interface
was motivated by accessibility: while higher-dimensionality
input methods such as trackballs and haptic devices would
provide additional benefits for teleoperation, a major advan-
tage of a simple cursor-driven interface is the widespread
accessibility of devices that provide cursor control, including,
for example, head trackers for motion-impaired users.

Our user interface is shown in Fig. 2. It presents the user
with two main displays: on the bottom left, a live image
from the Kinect camera mounted atop the PR2’s head; on
the right, a rendered image of the PR2 in its current posture
(using joint encoders for proprioception), along with a 3D
point cloud showing the world as seen by the Kinect.

The user can point the robot’s head by left-clicking any-
where in the camera view, which centers the robot’s camera
on the clicked point. Because the right image is only a
rendering, its virtual camera can be dragged to any position
by rotating, translating, and zooming the scene in and out,
which is useful for seeing and understanding the 3D scene
by viewing it in motion and from multiple angles.

We have found this dual visual feedback, one from a
real 2D camera and one from an artificial rendering, to be
highly useful for remote operation. The real image is easy
to interpret for human operators, but the limited ability to
change the viewpoint makes it difficult to rely on exclusively
for tasks requiring depth perception. Conversely, the rendered
image can be seen from any viewpoint, but must rely on 3D
sensors for data acquisition, and requires the user to be able
to manipulate a virtual camera around a rendered scene.



Our user interface allows the user to send commands to the
robot in two main ways. The first one is through 3D widgets
that are added to the rendered 3D world that the user can
click on, drag, translate, rotate, etc. These are implemented
using the interactive markers ROS framework [5].
The second interaction type is through more conventional
dialog windows. Fig. 2 shows examples of both interaction
methods, with a 3D clickable control on the robot’s gripper,
and a set of dialogs in the upper left part of the window.

III. SHARED AUTONOMY TOOLS FOR MOBILE
MANIPULATION

When an assistive robot is enabling a motor-impaired user
to physically interact with the world, the human operator can
use her cognitive skills to handle complex and unexpected
situations, as long as she can receive relevant feedback from
and send appropriate commands to the robot. However, a
framework in which a teleoperator is always in charge of
every aspect of the robot’s behavior can be cumbersome.

We propose to address this problem by using a Human-in-
the-Loop (HitL) framework that uses both low-level, direct
teleoperation (when needed) and autonomous modules for
completing sub-tasks (when possible). Low-level command
tools are available for complex situations, requiring direct
intervention by the operator. Autonomous capabilities can
play the important roles of reducing the load on the operator
and increasing efficiency for sub-tasks that can be performed
reliably, or that require operator input in a form that is
relatively effortless to provide. In this section, we introduce
the components of our interface built along these directions,
focusing on three main components of a mobile manipulation
platform: perception, manipulation, and navigation.

A. Looking Around and Perceiving

Situational awareness is crucial for any teleoperation in-
terface. Our framework has a number of tools to allow the
user to both directly visualize the environment, and also help
the robot in better understanding its world.

The user can click anywhere in the streaming camera
image feed to point the head, and 3D point clouds from
the Kinect allow the user to see the 3D world from any
camera angle in the virtual camera view. If compressed, point
cloud data can also be streamed in real time. However, it is
often the case that crucial parts of the environment will be
occluded by the robot. For instance, while manipulating, the
robot’s arms and grippers typically occlude the object being
manipulated. Users can thus take a point cloud snapshot,
which stays in the rendered image and is only refreshed when
requested. Such a cloud is shown on the right side of Fig. 2.

When the robot is looking at objects of interest for ma-
nipulation, the user can ask it to autonomously segment flat
surfaces and well-separated (≥3 cm) objects on the surfaces,
(Fig. 5, top left). In more complex scenes that autonomous
segmentation cannot handle, the user can interactively aid the
robot by drawing boxes around objects to segment. Currently
there are two interactive segmentation tools available for our

interface, one that uses a graph-cut algorithm as described
in [13], and one that uses the algorithm from [2].

The user can also ask the robot to autonomously recognize
specific object models stored in a database. Currently, we
provide a 2-D, ICP-like algorithm that can be used on pre-
viously segmented objects [3], as well a textured object de-
tection algorithm that operates on general scenes [19]. Three
of the objects in Fig. 5, top left have been autonomously
recognized, and their object model meshes are shown in
the appropriate poses. If needed, the user can correct the
robot’s recognition results, by clicking through a set of
possible object detections returned by the object recognition
algorithms, or by rejecting all returned detections.

The aforementioned features all use the head-mounted
Kinect camera. The robot also has a base laser, used for
localization and obstacle avoidance while navigating, and
a tilting laser rangefinder used for both navigation and
collision-free arm motion planning. These sensors build what
we refer to as collision maps, or occupancy grids showing
the obstacles in the environment. As we describe below,
autonomous motion planning for both the base and the arms
can be extremely useful for moving the robot. However,
moving obstacles or sensor noise can clutter collision maps
and leave them unusable. Our interface therefore enables the
user to visualize, clear or regenerate the robot’s collision
maps, or even ignore them altogether and move open-loop.

B. Manipulating the Environment

Manipulating objects presents a very diverse set of chal-
lenges, such as the high dimensionality of the movement
space, the non-anthropomorphic characteristics of the arms,
and the complex and cluttered scenes encountered in real
homes. Our system combines direct, manual teleoperation
controls with controls that offer autonomous functionality
in order to give the user efficient and flexible ways to
accomplish a variety of tasks.

1) Manual Teleoperation: Despite the large body of re-
search in autonomous manipulation, there will always be
tasks that are not anticipated or well-handled by any set
of autonomous modules, especially in complex, unstructured
settings like a home. In situations where human ingenuity is
needed to complete a task, low-level control of the robot’s
arms can provide the necessary means.

End-Effector Pose: The 7-DOF arms of the PR2 present
an interesting challenge for 2D cursor control. For most tasks
it is the 6D pose of the end-effector that is of interest. Our
gripper control consists of a set of rings and arrows that allow
the user to instantly move the gripper, along one dimension
at a time. Dragging on a ring will rotate the gripper, while
dragging an arrow will translate it (Fig. 3).

Elbow Posture: The PR2 arm has 1 degree of redundancy
with respect to the pose of the end-effector. Intuitively, this
redundancy allows the elbow to float at different “heights”
while keeping the gripper in the same pose. The user may not
care where the elbow is during a task, so long as the gripper
can reach the desired workspace. However, if the posture of
the arm causes unwanted collisions, we provide a 1D ring



Fig. 3. Gripper control (6D) and shoulder ring (1D). Right images show
a gripper-aligned control (top) and a world-aligned control (bottom).

Fig. 4. Left: 2-armed Cartesian control. Right: Control frame moved to
cabinet hinge for opening.

(Fig. 3) giving the user a measure of control of the elbow
height, mapped loosely to the ring’s rotary motion.

Changing the reference frame: Another useful feature
of our low-level Cartsian control interface is the ability
to move the reference frame for the Cartesian controller.
Two common options, available through direct shortcuts, are
to use either a gripper-aligned coordinate frame (e.g., for
moving the fingertips directly into or out of grasps), or a
world-aligned coordinate frame (e.g., for moving grasped
objects directly up). Both types are shown in Fig. 3.

The user can also move the control reference frame to
an arbitrary pose relative to the gripper; this is useful for
tasks such as opening cabinets or using tools. Moving the
control frame to the hinge of a cabinet (Fig. 4) allows a
gripper grasping the cabinet handle to smoothly move in an
arc around the hinge simply by rotating one control ring.

Our framework also allows both grippers to be moved at
once by switching to a two-armed control mode, in which
the reference frame is set to be halfway between the current
poses for the two grippers; this mode is useful for moving
around objects grasped by both grippers at once.

2) Autonomous Modules and Tools: For a certain class of
well-defined and extensively-studied tasks, such as picking
up an object, it can be more efficient to allow autonomous
modules to handle most of the process.

Autonomous grasping: For objects that have been rec-
ognized, the user can right-click on the overlaid model and
ask the robot to pick up the object; the robot then pulls a
list of precomputed grasps for that object from its database
and uses the first feasible one, as described in [3]. The user
can also ask the robot to directly pick up unrecognized but
segmented objects. In this case, the robot will compute grasps

Fig. 5. Autonomous grasping for segmented and/or recognized objects. Top
left: objects have been segmented, and three have been recognized (shown
by superimposed meshes). Top right: autonomous grasping for a recognized
object (peroxide bottle) using pre-computed database grasps. Bottom left:
choosing a placing location for the peroxide bottle; the 3D mesh is available
to the robot as the object had been previously recognized. Bottom right:
Autonomous grasping for a segmented but unrecognized object (stapler).

Fig. 6. The user indicates a desired grasp by placing a virtual gripper in
the scene, and letting the robot plan a collision free execution path for it.

using the segmented object’s point cloud, with the algorithm
described in [8]. Both cases are illustrated in Fig. 5. In either
case, upon successfully grasping an object, a collision model
in the form of the object’s bounding box will be attached
to the robot’s gripper, so that future planned motions avoid
hitting the environment with the grasped object.

Collision free grasp execution: In situations where the
robot fails at autonomously segmenting or recognizing the
desired object, or where a particular type of grasp is desired,
a different interface allows the user to select just the final
grasping pose, while still taking advantage of autonomous,
collision-free motion planning. The user first clicks on a de-
sired point in the 3D environment snapshot. A virtual gripper
model is displayed at the clicked location; the operator can
use a rings-and-arrows control to adjust its pose as desired
(Fig. 6). As the user is adjusting the virtual gripper indicating
the desired grasp, the robot continuously computes whether
the grasp is feasible through collision-free motion planning.
If it is, the virtual gripper control turns green indicating to the
user that the grasp can be executed. Once the user is satisfied



Fig. 7. Moving the base by clicking on rate-control arrows (left), or passing
a goal to an autonomous navigation module (middle and right).

Fig. 8. Using an open-loop navigation goal allows the robot to get close
to obstacles such as tables, or to push moveable obstacles with the base.

with a feasible grasp, the robot executes it autonomously.
Placing: After grasping an object, the user can ask the

robot to place it at a desired location in the environment, also
selected through a virtual gripper rings-and-arrows control. If
a model of the object is available, it will be shown along with
the virtual gripper, so that the user can visualize the object
at the desired place location (Fig. 5, bottom left). When the
user is satisfied with the pose, the robot will autonomously
plan a collision-free path to it and place the object.

Advanced options allow the user to further customize
autonomous grasp and place execution with features such
as reactive grasping [8], reactive placement, or slip detec-
tion/grasp force adjustment [18].

Planned moves: For other tasks, the operator can ask the
motion planner to compute a collision free path to a desired
pose in free space by using a similar virtual gripper control.

C. Moving Around: Base Movement and Navigation

For base movement and navigation, our framework pro-
vides tools for autonomous, collision-free navigation, as well
as open-loop movement for small adjustments near or even
into contact with obstacles. The user can ask the robot to
navigate through free space by dragging a virtual robot model
to a desired position and orientation in a scene. (Fig. 7,
middle and right). If a map is available, it can be used as a
reference when selecting the goal. 2-D map-making, global
path planning, local/reactive path planning, and collision
avoidance are provided by the PR2’s navigation stack[12].

A similar control is used to perform small, precise, open-
loop movements that 2-D autonomous navigation is inca-
pable of or unwilling to execute (Fig. 8), such as moving the
base under a table. Because the control takes on the current
shape of the PR2 according to the robot’s proprioception, the

Fig. 9. Shelf environment used in the grasping study.

user can precisely position the goal relative to a 3D snapshot
of the local environment. For both autonomous and open-
loop goals, the robot can be stopped at any time by clicking
on a translucent bubble that appears around the robot while
it is driving (Fig. 7, right).

For less-precise but faster small adjustments, the user can
also drive the base directly (both strafing and rotating) using
rate-controlled arrows (Fig. 7, left).

IV. DEMONSTRATIONS AND RESULTS

The cursor-based assistive teleoperation system described
in this study was developed and tested in collaboration with
a pilot user named Henry Evans. Henry is quadriplegic and
mute due to a brainstem stroke, and can control a computer
mouse via a headtracker and also issue single-button click
commands with his thumb. Henry performed evaluations and
proof-of-concept demonstrations of the system, and piloted
its use in several real-life situations.

In this section, we present results from Henry operating the
robot in three different contexts. The first attempts to quantify
the performance of the manipulation tools for grasping in
very cluttered environments. The second one is an example
of object pick-and-place enabling social interaction, in the
context of giving candy to Halloween trick-or-treaters. In the
third demonstration, Henry uses the robot in his own home
to retrieve a towel from the kitchen, combining navigation,
door and drawer opening and closing, and object grasping.

A. Grasping in a Cluttered Environment

In this experiment, we quantified the ability of our system
to execute grasping tasks, a key prerequisite for many
manipulation tasks involving object acquisition or transport.
Given the goal of operating in real users’ homes, we focused
on never-seen-before objects sitting in highly cluttered and
constrained environments. As shown in Fig. 9, our test
environment consisted of a small two-tiered shelf containing
a large number of tightly packed objects.

The high degree of clutter and occlusion prevented the
use of fully autonomous grasping, based on either object
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Fig. 10. Results for study on object grasping in cluttered environments
for Grasp Execution (GE) and Direct Control (DC) strategies, showing the
number of objects grasped and the number of collisions incurred.

segmentation or recognition. We therefore quantified the
performance of two grasping strategies:r Direct Control (DC): this strategy involved the operator

using the gripper Cartesian control tool in order to bring
the gripper into a desired pose relative to a target object,
before closing the gripper. When using this method for
grasping, the user must essentially “drag” the gripper all
the way from its starting position to the desired grasp
location, while avoiding collisions along the way.r Grasp Execution(GE): for this strategy, the operator used
the final grasp point selection tool described in Sec. III-
B. Once a desired grasp pose was confirmed, autonomous
components were responsible for planning appropriate
arm joint trajectories and avoiding unwanted collisions.
The operator’s goal was to securely grasp and lift as many

objects from the shelf as possible in a limited amount of
time (10 minutes per run), while avoiding collisions with
the environment (the shelf or the table). Collisions were
marked if unwanted contact was strong enough to displace
the shelf or potentially cause damage to either the robot or
its surroundings, as opposed to consequence-free occurences
such as lightly brushing shelf walls.

With Henry Evans as our pilot user, we performed 3 trials
using the Grasp Execution strategy, and 2 trials using the
Direct Control strategy. Each trial was defined as a 10 minute
run, over which we counted the number of objects grasped
and collisions incurred. The results showed that our system
can indeed enable an operator with motor impairments to
execute grasps even in highly challenging environments. The
robot successfully grasped 5, 3 and 2 objects respectively
over the 3 trials using Grasp Execution. It also grasped 1
and 2 objects in the Direct Control trials. No collisions were
encountered when using Grasp Execution; 1 and 2 collisions
occured when using Direct Control.

Fig. 10 shows the complete results of our trials. For
reference, we place them in the context of a previous user
study [11] where we quantified the robot’s performance at
the same task, but when operated by able-bodied novice
users. However, the small sample size of our current Pilot
User study limits the usefulness of quantitative comparisons
performed between the two data sets.

Fig. 11. Henry (in the bottom right, using robot interface running on
laptop) giving Halloween candy to children through the PR2 robot.

B. Trick-or-Treat: Social Interaction through a Robot

An important category of activities of daily living include
social engagement and interaction with other people [1],
[17]. In this study, we demonstrate a particular case where
the ability to manipulate objects in the environment, and
perform relatively simple pick-and-place operations, can
serve as an enabler for social interaction. In the activity
commonly referred to as trick-or-treating, occurring on the
yearly Halloween holiday, children dress up in costumes
and walk through the local community receiving candy
from neighbors. In personal communication, Henry Evans
described a desire to interact with trick-or-treaters and hand
out candy, through the intermediary of the PR2 robot.

As a proof of concept implementation of this task, we set
up a semi-structured environment designed for this type of
interaction. The event took place on Halloween at a local
mall, open to any children and their families present in the
mall at that time. Henry and the robot sat behind a large
table separating them from the public’s space. In addition, a
small table with candy bars was placed to the robot’s side.
The setup is shown in Fig. 11.

As a child would approach the robot and hold out his
or her candy bag over the separating table, Henry would
command the robot to pick up a candy from the side table
and then place it inside the child’s bag. For picking up the
candy, Henry used either the autonomous grasping tool based
on object segmentation, or the Grasp Execution strategy
described in the previous section, where he indicated the
desired grasp point and the robot completed the grasp. For
placing the candy in the bag, Henry moved the gripper to a
pre-defined pose in front of the robot (either open-loop or
using collision-free motion planning), then performed fine
adjustments using direct Cartesian control in order to drop
the candy inside the bag.

Over the course of one hour, Henry successfully handed
out candy to more than a dozen local children. Occasional
incidents included the robot dropping the candy bar on the
way to a child’s bag and having to re-grasp, or missing the
bag on the first attempt to drop the candy inside and having to
readjust. However, no major failures or disruptions occurred,



and all interactions were completed successfully.

C. Mobile Manipulation in a Real Home

The vision driving our assistive robotics project is that of
a robot operating in its user’s home for indefinite periods
of time. The variability and complexity encountered in real
homes and the robustness needed for continuous operation
over weeks and months, will be the ultimate reference
criteria for such a system. As a step in this direction, Henry
performed a number of tests with our system in his home.
The environment was completely novel to the robot, with the
single exception of a 2D floorplan of the house, acquired off-
line, and used for localization.

In this setting, Henry demonstrated the ability of the
system to perform a complete a task combining navigation,
perception, and both prehensile and non-prehensile manip-
ulation. Execution is illustrated in Fig. 12 and summarized
below, along with the tools used for each component and the
approximate time taken to execute:r drive to from living room to kitchen: autonomous naviga-

tion combined with open-loop base movement (21 min).r open kitchen cabinet door in order to inspect is contents:
Grasp Execution tool for grasping handle, Cartesian end-
effector control for opening door (6 min).r close kitchen cabinet door: Cartesian end-effector control,
used for pushing the door shut with the forearm (11 min).r open kitchen drawer: Grasp Execution for grasping handle,
Cartesian end-effector control for pulling drawer (6 min).r grasping towel from drawer: Grasp Execution tool (3 min).r bring towel to Henry’s wheelchair in the living room:
autonomous navigation combined with open-loop base
movement (7 min).

The complete task was executed in a single continuous run
(54 min), and succeeded on the first attempt.

V. LESSONS AND LIMITATIONS

While the ability to successfully perform a complete mo-
bile manipulation task, on the first attempt and in a complex
novel environment, is highly encouraging, our results also
highlight numerous potential areas of improvement. Focusing
on the time taken to perform the task, we note that:r Due to a synchronization error between the robot’s laser

sensor and its computers, the autonomous navigation
algorithm failed to process most goals received from the
operator, who had to use manual base movement instead.
As a result, navigation time accounted for more than half
of the total task. This occurrence illustrates both the im-
portance of having fallback mechanisms or multiple ways
of achieving the same goal, and the potential efficiency
gain obtained when more autonomous tools can be used.r Cartesian end-effector control along with appropriate 3D
perception can enable unforeseen tasks; for example, it
enabled pushing a door shut with the forearm, a task that
no module in our codebase was explicitly designed for.
However, using it for more than small pose adjustments
or short movements, especially relative to obstacles in

the environment, can be laborious and time-consuming.
Sub-tasks that could take advantage of autonomy (such as
grasping the door knob, the cabinet handle, or the towel)
were executed more efficiently.r For grasping objects, the Grasp Execution strategy, where
the operator only has to select the final gripper pose,
proved more effective than Direct Control, as it lever-
ages autonomous motion planning and collision avoid-
ance. However, additional information from the robot
can further increase efficiency. A significant part of the
user’s effort involves modifying a desired gripper pose
so that the motion planner considers it reachable. We
are currently augmenting our system to provide nearby,
feasible suggestions in the event of an infeasible selected
pose.

In addition, we can draw a number of conclusions regarding
mobile manipulators intended for in-home use, where few
strong assumptions can be held. For example, a motion
planning module for semi-structured settings could always
expect the robot to be at a safe distance from any obstacle,
and simply return an error if this assumption is violated. This,
however, would greatly limit its usefulness in an unstructured
setting, where unexpected contacts can and will occur.

The operator must also be equipped with tools to correct
errors in the robot’s view of the world. For example, in
order to take advantage of the autonomous motion planner
in as many cases as possible, the operator must be able to
interact with the robot’s representation of the world, adding
obstacles that would otherwise be invisible to the robot’s
sensors (e.g. shiny or transparent objects), and removing non-
existent obstacles that are the result of sensor noise.

The complexity of a real home can simply be beyond
the capabilities of any autonomous algorithm. An illustrative
example encountered in our pilot tests involved curtains
billowing due to the air current from the robot’s fan, and
registering as obstacles in the robot’s navigation map. Man-
ual annotations, heuristic behaviors, or some level of altering
the environment to suit the robot might be the only solutions
for such extreme corner cases.

Finally, we have found that a simulated environment used
for training was a key enabler to the successful execution of
complex tasks. Even though a simulator can not accurately
replicate all the complex interactions with real-life objects, it
can still help the operator become familiar with the interface
and robot, with no risk of injury or damage. We believe
that appropriate training mechanisms will prove central to
the effort of enabling non-roboticists to effectively use the
widely-deployed assistive robots of the future.

VI. CONCLUSIONS

In this paper we have shown how an assistive mobile robot,
operated by a pilot user, can perform mobile manipulation
tasks in rich, unstructured environments. The operator sends
commands to, and receives feedback from the robot through
an interface running on a commodity desktop or laptop com-
puter, using only a head-tracker cursor as an input device.
The available command tools range from low-level Cartesian



Fig. 12. PR2 robot, operated by a pilot user, performing a mobile manipulation task in the user’s home. From left to right: grasping a cabinet handle,
pushing open a cabinet door, opening a drawer, grasping a towel inside the drawer, and navigating to desired drop-off location.

movement commands for the base or gripper to autonomous
modules for collision-free navigation or grasping.

Our pilot studies showed that a motor-impaired operator
can command the robot to successfully grasp objects even
amidst clutter and in constrained settings. We have also tested
our system in a real home environment, where a pilot user
completed a mobile manipulation task involving both prehen-
sile and non-prehensile manipulation, as well as perception
and navigation. The task was successfully completed on the
first attempt, although we found that a number of components
would greatly benefit from increased performance and faster
execution time. Our experience performing these studies
suggests that mobile manipulators have the potential to
enable motor impaired users to perform a wide range of
activities of daily living. Through a combination of human
control and autonomous algorithms, assistive robots could
one day gain the versatility and robustness needed for long
term operation in real homes.
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